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Abstract

EuroMInd-D is a density estimate of monthly gross domestic product (GDP) con-
structed according to a bottom–up approach, pooling the density estimates of eleven
GDP components, by output and expenditure type. The components density es-
timates are obtained from a medium-size dynamic factor model of a set of coinci-
dent time series handling mixed frequencies of observation and ragged–edged data
structures. They reflect both parameter and filtering uncertainty and are obtained
by implementing a bootstrap algorithm for simulating from the distribution of the
maximum likelihood estimators of the model parameters, and conditional simulation
filters for simulating from the predictive distribution of GDP. Both algorithms pro-
cess sequentially the data as they become available in real time. The GDP density
estimates for the output and expenditure approach are combined using alterna-
tive weighting schemes and evaluated with different tests based on the probability
integral transform and by applying scoring rules.
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Columbia 2, 00133 Rome, Italy. E-mail: tommaso.proietti@uniroma2.it.

†University of Hohenheim, Department of Economics, Schloss, Museumsfluegel, D-70593 Stuttgart,
Germany. E-mail: marczak@uni-hohenheim.de.

‡Statistical Office of the European Communities, Eurostat, BECH Building, 5, rue Alphonse Weicher,
L-2920 Luxembourg. E-mail: Gianluigi.Mazzi@ec.europa.eu



1 Introduction

The recent developments in the analysis of economic time series and in data production
and dissemination have made available a number of high frequency, timely and represen-
tative indicators of the state of the economy. As far as the euro area is concerned, we
mention New Eurocoin (NE), the Economic Sentiment Index (ESI), Euro–Sting and Eu-
roMInd. New Eurocoin is a monthly coincident indicator of economic growth for the euro
area (Altissimo et al., 2010), published monthly by CEPR (www.cepr.org) and the Bank
of Italy. The European Commission (Directorate-General for Economic and Financial
Affairs) compiles the Economic Sentiment Indicator (ESI), a composite coincident indi-
cator for the timely assessment of socio–economic situation in the euro area. Euro–Sting
(Camacho and Pérez–Quirós, 2010) is a monthly indicator of the euro area Gross Domestic
Product (GDP), based on a parametric dynamic factor model with mixed frequency data,
constructed as an extension of the model described in Mariano and Murasawa (2003).

Another recent development is a steadily growing research on the probabilistic forecasts
of macroeconomic time series; see Tay and Wallis (2000) for an early survey. While
inflation has been the traditional focus, density forecasting of GDP is also prominent, see
Aastveit et al. (2014) and Mazzi et al. (2014) for recent references, with a lot of attention
being paid to density forecast combination.

This article tries to join these strands of literature; its primary objective is to introduce
EuroMInd-D, a density nowcast and forecast for the euro area GDP and its main compo-
nents. Our methodology is based on EuroMInd, a monthly indicator of the euro area GDP
that is constructed according to the bottom-up approach outlined in Frale et al. (2011).
The focus is on the breakdown of GDP at market prices by output and expenditure type
into 11 components. From the output side GDP is decomposed as follows:

Label Value added of branch
A–B Agriculture, hunting, forestry and fishing +
C–D–E Industry, incl. Energy +
F Construction +
G–H–I Trade, transport and communication services +
J–K Financial services and business activities +
L–P Other services =

Total Gross Value Added +
TlS Taxes less subsidies on products =

GDP at market prices

The breakdown of total GDP from the expenditure side is the following:

Label Component
FCE Final consumption expenditure +
GCF Gross capital formation +
EXP Exports of goods and services -
IMP Imports of goods and services =

GDP at market prices
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The time series for the GDP components are quarterly and are available from the Na-
tional Quarterly Accounts compiled by Eurostat. A set of coincident monthly indicators is
also available for each component: for instance, in the case of the industry sector (C–D–E)
we can consider the monthly index of industrial production and hours worked. For each
individual GDP component, the monthly indicators and the quarterly GDP estimates
are jointly modelled according to a single index dynamic factor model formulated at the
monthly frequency and customised to handle ragged-edge data structures and temporal
aggregation. The model parameters are estimated by maximum likelihood and signal
extraction is performed by a suitable implementation of the Kalman filter and smoother
handling sequential processing of the data as they become available according to their
production schedule.

Monthly density estimates (nowcasts, forecasts and backcasts) are obtained for the
GDP components by implementing a bootstrapping procedure that resamples from the
distribution of the maximum likelihood estimator of the parameters, and a conditional
simulation filter that draws from the distribution of the monthly indicators of each indi-
vidual component, given the observed time series. The density estimates reflect param-
eter estimation uncertainty and filtering uncertainty, due to the fact that monthly GDP
is unobserved and has to be distilled from a set of monthly indicators and the actual
measurements available at the quarterly frequency of observation.

In the next stage, the components’ density estimates are pooled into two aggregate
GDP density estimates, EuroMInd-Do and EuroMInd-De, respectively from the output
and the expenditure side. For that purpose, we apply a pooling procedure that is consis-
tent with the national accounts standard, based on the so–called annual overlap technique;
see Bloem et al. (2001). The procedure takes into account that components are expressed
in chained volumes but are additive only when they are expressed at the average prices
of the previous years. Finally, EuroMInd-Do and EuroMInd-De can be combined into a
single EuroMInd-D estimate with pooling weights reflecting estimation accuracy.

Combined densities are also considered in the pseudo–realtime exercise, that aims at
obtaining three predictive densities for quarterly GDP with a lead of respectively 3, 2,
and 1 months with respect to the official release by Eurostat. For the combination, we
employ the linear pool and use varying weights based on two scoring rules, the logarithmic
score and the continuous ranked probability score (CRPS) (Gneiting and Raftery, 2007).
Calibration of the density forecasts is validated by means of a comparison with the pub-
lished quarterly national accounts estimates. More specifically, it is evaluated using the
so–called probability integral transform (PIT) (see Diebold et al., 1998), and the trans-
formed PIT. The accuracy of density forecasts is compared by using the aforementioned
scoring rules.

This article contributes to the literature on the probabilistic forecast of GDP in several
respects. First, it takes a bottom–up approach leading to two different density estimates
that are subsequently combined, along with offering density predictions and nowcasts for
the 11 GDP components. Second, the pooling scheme scheme that we propose is consistent
with the method advocated by the IMF for the construction of aggregate GDP measures,
the annual overlap technique, see Bloem et al. (2001). The resulting density estimates are
consistent in aggregation with the totals published by Eurostat, in that the draws from
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the empirical distribution function for the three months making up the quarter sum up
to the published quarterly totals. Third, we implement algorithms for bootstrapping and
conditional simulation based on the sequential processing of the information available in
real time. Fourth, the use of a mixed frequency model featuring the quarterly national
accounts estimates enables us to assess the role of the quarterly releases on the calibration
of the densities. One of the findings is that the density predictions of GDP and its compo-
nents referring to a particular quarter become calibrated only after the quarterly national
accounts concerning the previous quarter are released by Eurostat. The predictive ability
improves with the availability of the monthly indicators in the course of the quarter, but
still the information content of the GDP release is very important.

The plan of the paper is the following. In Section 2 we expose the methodology for
the construction of EuroMInD-D. We start from the specification of the single index
dynamic factor model for the GDP components, and we deal with its state space rep-
resentation. We also show how the latter is modified to handle handle mixed frequency
time series arising from temporal aggregation. Section 3 deals with the main state space
methods for point estimation and likelihood evaluation. In particular, it provides details
on filtering the observations in a sequential way as they become available in realtime,
according to their production schedule, and on the essential algorithms that will consti-
tute the key ingredients for drawing samples from the required conditional densities. The
methodology for obtaining density estimates (historical, forecasts and nowcasts) of the
GDP components is exposed in Section 4, which provides details on the bootstrap and
the conditional simulation sampler. The draws from the conditional distribution of the
GDP components (given varying information sets) are combined according to the pooling
procedure outlined in Section 4.3. Section 5 exposes the methods used for the evaluation
of the two density forecasts resulting from the output and the expenditure approaches,
and how the two are combined into the EuroMInd-D estimate. Section 6 is devoted to
the empirical results: we describe the monthly GDP historical density estimates using
the complete data and we discuss the calibration and optimal combination of the density
predictions and nowcast of total GDP, using a pseudo real–time assessment exercise. We
offer some conclusions in Section 7.

2 Model Specification

For each of the 11 GDP components, the model is specified at the monthly observations
frequency and assuming a set of complete observations. The resulting state space model is
then modified so as to accommodate the temporal aggregation of the GDP components.
This section illustrates the specification of the dynamic factor model for a particular
component. Beyond the technical aspects, it aims at presenting the basic structure of
the dynamic factor model. Then the state space representation of the model is derived
(Section 2.2), and modified to take into account the observational constraints arising
from the temporal aggregation of the GDP components to the quarterly frequency of
observation (Section 2.3).
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2.1 The single index dynamic factor model

Let yt = [y1t, . . . , yit, . . . , yNt]
′, t = 1, . . . n, denote an N × 1 vector of time series, that we

assume to be integrated of order one, or I(1), so that ∆yit, i = 1, . . . , N, t = 2, . . . , n, has
a stationary and invertible representation. The elements of the vector yt include a set
of monthly coincident indicators and the relevant GDP component. For instance, for the
component of GDP referring to sector C–D–E (Industry, including Energy), N = 6; the
first four series, i = 1, 2, 3, 4, are the monthly industrial production indices for the four
euro area largest economies (Germany, France, Italy and Spain), the fifth series is the
monthly series of hours worked is the industrial sector, and the last series is the national
accounts’ value added of the sector C–D–E (that will be subject to temporal aggregation).
For a complete account of the indicator series used for the other components we refer to
Frale et al. (2011).

The first differences of yt can be expressed as a lagged linear combination of K < N
stationary common factors χt, plus a stationary random vector with components that are
cross–sectionally independent:

∆yt = m+ θ(L)χt + χ
∗
t , t = 2, . . . , n.

Here m is an N × 1 vector of drifts, such that E(∆yt) = m. Letting θj, j = 0, . . . , J ,
denote N ×K matrices of factor loadings, we write θ(L) = θ0 + θ1L+ · · ·+ θJL

J .
In all the components models for EuroMInd there is a unique common factor, with a

stationary AR(p) representation and J ≤ 1. The idiosyncratic components are also mod-
elled as independent stationary AR(pi). The orders p and pi, i = 1, . . . , N, are typically
small. In particular, we set

φ(L)χt = ηt, ηt ∼ NID(0, σ2
η),

where φ(L) is an autoregressive polynomial of order p with stationary roots:

φ(L) = 1− φ1L− · · · − φpL
p,

and
D(L)χ∗

t = η
∗
t , η∗

t ∼ NID(0,Ση∗),

where the matrix polynomial D(L) is diagonal:

D(L) = diag [d1(L), d2(L), . . . , dN(L)] ,

with di(L) = 1 − di1L − · · · − dipiL
pi and Ση∗ = diag(σ2

1 , . . . , σ
2
N). The disturbances ηt

and η∗
t are mutually uncorrelated at all leads and lags.

For filtering and signal extraction under temporal aggregation, it is preferable to set
up the model in terms of the level of the variables. For this purpose, let us define the
single index µt = µt−1 + χt, µ0 = 0, and the idiosyncratic component µ∗

t , such that
µ∗

t = m + µ∗
t−1 + χ

∗
t , with µ

∗
0 = 0 representing an N × 1 vector of initial values such

that µ∗
1 − µ∗

0 = m + χ∗
1. Hence, when referred to the levels, the above factor model

decomposes yit, i = 1, . . . , N, into a common nonstationary component with ARIMA(p, 1,
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0), representation and an idiosyncratic component with ARIMA(pi, 1,0) representation.
This specification has been adopted by Stock and Watson (1991) for extracting an index
of coincident indicators for the US economy, as the common factor in a four-variate time
series consisting of industrial production, disposable income, retail sales and employment.
The common cyclical trend is often termed the single index.

The model can be extended to account for the presence of regression effects, common
to the N time series equations, leading to the following specification (which assumes
J = 1):

yt = θ0µt + θ1µt−1 + µ
∗
t +Bxt, t = 1, ..., n,

φ(L)∆µt = ηt, ηt ∼ NID(0, σ2
η),

D(L)∆µ∗
t = δ + η∗

t , η∗
t ∼ NID(0,Ση∗),

(1)

where xt is a k × 1 vector of explanatory variables that are used to incorporate calendar
effects (trading day regressors, Easter, length of the month) and intervention variables
(level shifts, additive outliers, etc.), and B is an N × k matrix of coefficients. The drift
term is related to the mean vector m by δ = D(1)−1m. The model assumes a zero drift
for the single index. We further assume that σ2

η = 1 as an identification restriction.

2.2 State space representation

Model (1) can be represented in state space form (SSF). We start from the first order
Markovian representation of the the single index, φ(L)∆µt = ηt, considering the SSF of
the stationary AR(p) model for ∆µt, which can be written as:

∆µt = e′1,pgt, gt = T∆µgt−1 + e1pηt,

where e1,p = [1, 0, . . . , 0]′ and

T∆µ =









φ1
...

φp−1

Ip−1

φp 01,p−1









.

Hence, µt = µt−1 + e′1pgt = µt−1 + e′1pT∆µgt−1 + ηt, and defining

αµ,t =

[

µt

gt

]

, Tµ =

[

1 e′1pT∆µ

0 T∆µ

]

,

the Markovian representation of the model for µt becomes µt = e′1,p+1αµ,t, αµ,t =
Tµαµ,t−1 +Hµηt, where Hµ = [1, e′1,p]

′.
A similar representation holds for each individual µ∗

it, with φj replaced by dij, so that,
if we let pi denote the order of the i-th lag polynomial di(L), we can write:

µ∗
it = e′1,pi+1αµi,t, αµi,t = Tiαµi,t−1 + ci +Hiη

∗
it,

where Hi = [1, e′1,pi]
′, ci = δiHi, and δi is the drift of the i-th idiosyncratic component,

and thus of the series, since we have assumed a zero drift for the common factor.
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Combining the blocks, we obtain the SSF of the complete model (1)

yt = Zαt +Xtβ, αt = Tαt−1 +Wβ +Hǫt, (2)

where the state vector αt = [α′
µ,t,α

′
µ1,t

, . . . ,α′
µN ,t]

′ has dimension m =
∑

i (pi + 1)+p+1,
ǫt = [ηt, η

∗
1t, . . . , η

∗
Nt]

′, and the system matrices are given below:

Z =

[

θ0
...θ1

... 0N,p−1
... diag(e′1,p1, . . . , e

′
1,pN

)

]

, T = diag(Tµ,T1, . . . ,TN),

H = diag(Hµ,H1, . . . ,HN).
(3)

The vector of initial values is written as

α1 = W1β +Hǫ1,

so that α1 ∼ N(0,W1VW′
1 +HVar(ǫ1)H

′), Var(ǫ1) = diag(1, σ2
1, . . . , σ

2
N).

The vector β has 2N +K elements; the first 2N elements are the pairs {(µi0, δi), i =
1, . . . , N}, i.e. the starting values at time t = 0 of the idiosyncratic components and the
constant drifts δi. Recall that the common component, µt, has a fixed and known initial
value, µ0 = 0, and that the variance of its disturbance, σ2

η , is assumed to be equal to 1, so
that µ1 = ηt ∼ N(0, 1). The last K elements are the nonzero elements of vec(B′), where
B is matrix of regressor effects in model (1).

The regression matrix is Xt = [0N,2N , X∗
t ]. The zero block has dimension N×2N and

corresponds to the elements of β that are used for the initialisation and other fixed effects.
X∗

t is a N ×K matrix containing the values of the exogenous variables. The elements of
β are taken as diffuse, i.e. it is assumed that β ∼ N(0,V) where V−1 converges to a zero
matrix; see de Jong (1991).

For t = 2, . . . , n, the matrix Wt is time invariant and selects the drift δi for the
appropriate state element:

W =

[

0p+1,2N 0p+1,K

diag(C1, . . . ,CN) 0∑
i(pi+1),K

]

,Ci = [0pi+1,1
... Hi],

and for t = 1,

W1 =

[

0p+1,2N 0p+1,K

diag(C∗
1, . . . ,C

∗
N) 0∑

i(pi+1),K

]

,C∗
i = [e1,pi+1

... Hi].

2.3 Temporal aggregation

Suppose that yt comprises elements of different type: stock variables, time–averaged stock
variables and flow variables. Further suppose that not all flow variables are observed
monthly – for some of them quarterly aggregates are available only. To take this into
account, vector yt can be partitioned into blocks such that yt = [y′

1t,y
′
2t]

′. The first
block gathers all elements observed at monthly frequency. The second block consists of
flow variables for which observations at every two months between adjacent quarters are
missing, and at all months corresponding to the respective quarter end we observe

y2,3τ + y2,3τ−1 + y2,3τ−2, τ = 1, 2, . . . , [n/3], (4)
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with τ denoting quarters and [·] being integer division.
Our treatment of temporal aggregation draws on Harvey (1989), who introduced the

so–called cumulator variable, yc
2t, constructed as follows:

yc
2,t = ρty

c
2,t−1 + y2t, (5)

where

ρt =

{

0, if t = 3(τ − 1) + 1,

1, otherwise.

Replacing Z2αt+X2tβ for y2t into (5), where the matrices Z2 and X2t correspond to the
second block of variables, y2t, and thus have dimensions N2×m and N2×K, respectively,
and using (2), gives

yc
2,t = ρty

c
2,t−1 + Z2Tαt−1 + (X2t + Z2W)β + Z2Hǫt.

Notice that at times t = 3τ , the cumulator variables coincide with the (observed) aggre-
gated series, otherwise they contain the partial cumulative value of the aggregates in the
particular quarter.

The vector yc
2t is used to create new augmented state and observation vectors, α∗

t and
y
†
t , respectively:

α∗
t =

[

αt

yc
2t

]

, y
†
t =

[

y1t

yc
2t

]

where the α∗
t has dimension m∗ = m + N2. The measurement and transition equation

are given by:
y
†
t = Z∗α∗

t +Xtβ, α∗
t = T∗

tα
∗
t−1 +W∗

tβ +H∗ǫt, (6)

with starting values α∗
1 = W∗

1β +H∗ǫ1, and system matrices:

Z∗ =

[

Z1 0N1,N2

0N2,m IN2

]

, T∗
t =

[

T 0m,N2

Z2T ρtIN2

]

,

W∗
t =

[

W
Z2W +X2,t

]

, H∗ =

[

Im
Z2

]

H.

(7)

The state space model (6)–(7) is linear and, assuming that the disturbances have a
Gaussian distribution, the unknown parameters can be estimated by maximum likelihood,
using the prediction error decomposition, performed by the Kalman filter. Given the
parameter values, the Kalman filter and smoother (KFS) will provide the minimum mean
square error estimates of the states α∗

t . See Harvey (1989), Durbin and Koopman (2012),
and the next section for details.

The KFS provides the best linear estimate of the sequence {yc
2t, t = 1, . . . , n}, given

the available observed time series. The latter can be then “decumulated”, using y2t =
yc
2t − ρty

c
2,t−1, so as to be converted into estimates of y2t, i.e. the monthly indicator of

the GDP component. In order to provide the estimation standard error of y2t, however,
an augmented state space form must be considered by including y2t in the state vector,
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so that α∗
t =

[

αt′ ,y
c′

2t,y
′
2t

]′
, and augmenting the transition equation by the following

recursive formula:

y2,t = Z2αt +X2,tβ
= Z2Tαt−1 + (X2,t + Z2W)β + Z2Hǫt.

3 Estimation and Signal Extraction Filters

Statistical inference for the state space model (6)–(7) entails estimating the unknown
parameters, optimal estimation of the unobserved components and the disaggregate GDP
series based on both a real time and the full sample, as well as predicting future monthly
GDP. Diagnostic checking requires the computation of the so–called innovations.

In this section we present a set of algorithms that are customised to perform all these
tasks taking into account the data generating process, that is temporal aggregation and
ragged–edge data structures. When missing data are present in a multivariate time series
model, the option is to use sequential processing (Anderson and Moore, 1979). We also
need to be able to entertain nonstationary as well as regression effects, which is done by
assuming a diffuse prior on initial conditions and the effects of the explanatory variables
(see de Jong, 1991).

Once the monthly components are estimated at chain–linked volumes, they can be
aggregated into total GDP measures according to the procedure outlined in Section 4.3.

3.1 Univariate treatment of filtering and smoothing for multi-

variate models

The univariate statistical treatment of a multivariate state space model was considered
by Anderson and Moore (1979), who refer to it as sequential processing. It provides a
very flexible and convenient device for filtering and smoothing and for handling missing
values. Our treatment is prevalently based on Koopman and Durbin (2000). However,
for the treatment of regression effects and initial conditions we adopt the augmentation
approach by de Jong (1991).

The multivariate vectors y
†
t , t = 1, . . . , n, (which can be partially observed at given

times, e.g. in the first and second month of each quarter as far the component yc
2t is

concerned), are stacked one on top of the other to yield a univariate time series {y†t,i, i =
1, . . . , N, t = 1, . . . , n}, whose elements are processed sequentially. The ordering according
to the index i reflects the timing of the release of the series, with the more timely series
being processed before.

The state space model for the univariate time series {y†t,i} is constructed as follows.

The measurement equation for the i-th element of the vector y†
t is:

y†t,i = z∗
′

i α
∗
t,i + x′

t,iβ, t = 1, . . . , n, i = 1, . . . , N, (8)

where z∗
′

i and x′
t,i denote the i-th rows of Z∗ and Xt, respectively. When the time index

is kept fixed the transition equation is the identity:

α∗
t,i = α

∗
t,i−1, i = 2, . . . , N,

8



whereas, for i = 1,
α∗

t,1 = T∗
tα

∗
t−1,N +W∗

tβ +H∗ǫt,1,

with ǫt,1 ∼ N(0,Var(ǫt,1)), Var(ǫt,1) = diag(1, σ2
1, . . . , σ

2
N) = Σǫ.

The state space form is completed by the specification of the moments of the distri-
bution of the initial state vector, that is written as α∗

1,1 = a∗
1,1 + W∗

1β + H∗ǫ1,1, where
a∗
1,1 is a fixed and known vector, β is a diffuse random vector, and Var(ǫ1,1) = Var(ǫt,1).
The augmented Kalman filter, accounting for the presence of missing values, is given

by the following definitions and recursive formulae. The initial conditions are set equal to

a∗
1,1 = 0, A∗

1,1 = W∗
1, P

∗
1,1 = HΣǫH

′, q1,1 = 0, s1,1 = 0, S1,1 = 0, cn = 0, d1,1 = 0.

Then, for t = 1, . . . , n, i = 1, . . . , N − 1, if y†t,i is observed:

νt,i = y†t,i − z∗
′

i a
∗
t,i, V′

t,i = −x′
t,i − z∗

′

i A
∗
t,i,

ft,i = z∗
′

i P
∗
t,iz

∗
i , Kt,i = P∗

t,iz
∗
i /ft,i,

a∗
t,i+1 = a∗

t,i +Kt,iνt,i, A∗
t,i+1 = A∗

t,i +Kt,iV
′
t,i,

P∗
t,i+1 = P∗

t,i −Kt,iK
′
t,ift,

qt,i+1 = qt,i + ν2
t,i/ft,i, st,i+1 = st,i +Vt,iνt,i/ft,i

St,i+1 = St,i +Vt,iV
′
t,i/ft,i, dt,i+1 = dt,i + ln ft,i,

cn = cn+ 1.

(9)

Else, if y†t,i is missing, which occurs for the second block of variables yc
2,t systematically

for t 6= δτ :

a∗
t,i+1 = a∗

t,i, A∗
t,i+1 = A∗

t,i,
P∗

t,i+1 = P∗
t,i,

qt,i+1 = qt,i, st,i+1 = st,i, St,i+1 = St,i, dt,i+1 = dt,i.
(10)

Then for i = N

νt,N = y†t,N − z∗
′

Na
∗
t,N , V′

t,N = −x′
t,N − z∗

′

NA
∗
t,N ,

ft,N = z∗
′

NP
∗
t,Nz

∗
N , Kt+1,1 = T∗

t+1P
∗
t,Nz

∗
N/ft,N

a∗
t+1,1 = T∗

t+1a
∗
t,N +Kt+1,1νt,N , A∗

t+1,1 = W∗
t+1 +T∗

t+1A
∗
t,N +Kt+1,1V

′
t,N ,

P∗
t+1,1 = T∗

t+1P
∗
t,NT

∗′

t+1 +H∗ΣǫH
∗′ −Kt+1,1K

′
t+1,1ft,N ,

qt+1,1 = qt,N + ν2
t,N/ft,N , dt+1,1 = dt,N + ln ft,N .

st+1,1 = st,N +Vt,Nνt,N/ft,N , St+1,1 = St,N +Vt,NV
′
t,N/ft,N ,

(11)
Here, Vt,i is a vector with 2N + K elements, A∗

t,i is m × (2N + K), and cn counts the
number of observations.

The diffuse estimate of the vector β, and its covariance matrix, are, respectively,

β̂ = S−1
n+1,1sn+1,1, Var(β̂) = S−1

n+1,1. (12)

The diffuse likelihood, based on de Jong (1991) and denoted L∞, takes the expression:

L∞ = −0.5
[

dn+1,1 + (cn−K) ln(2π) + ln |Sn+1,1|+ qn+1,1 − s′n+1,1S
−1
n+1,1sn+1,1

]

. (13)

The latter is maximised with respect to the unknown parameters.
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3.2 Multivariate innovations, filtered and real time estimates

Diagnostics and goodness of fit are based on the innovations, that are given by ν̃t,i =
νt,i + V′

t,iS
−1
t,i st,i, with variance f̃t,i = ft,i + V′

t,iS
−1
t,i Vt,i. The standardised innovations,

ν̃t,i/
√

f̃t,i can be used to check for residual autocorrelation and departure from the nor-

mality assumption. The innovations have the following interpretation:

ν̃t,i = y†t,i − E(y†t,i|Y
†
t−1, y

†
t,j, j < i),

where Y
†
t denotes the information set {y†

1, . . . ,y
†
t}.

If y†t,i is observed and i < N , the filtered, or real–time, estimates of the state vector
and the estimation error matrix are computed as follows:

α̃∗
t,i = a∗

t,i +A∗
t,iS

−1
t,i+1st,i+1 +P∗

t,iz
∗
i ν̃t,i/ft,i, P̃∗

t,i = P∗
t,i +A∗

t,iS
−1
t,i+1A

∗′

t,i −P∗
t,iz

∗
i z

′
iP

∗
t,i/ft,i,

where α̃∗
t,i = E(α∗

t |Y
†
t−1, y

†
t,j, j ≤ i), P̃∗

t,i = Var(α∗
t |Y

†
t−1, y

†
t,j, j ≤ i). For i = N,

α̃∗
t,N = a∗

t,N+A∗
t,NS

−1
t+1,1st+1,1+P∗

t,Nz
∗
N ν̃t,N/ft,N , P̃∗

t,N = P∗
t,N+A∗

t,NS
−1
t+1,1A

∗′

t,N−P∗
t,Nz

∗
Nz

′
NP

∗
t,N/ft,N .

For i < N , α̃∗
t,i coincides with the one–step–ahead prediction α̃∗

t,i+1 = E(α∗
t |Y

†
t−1, y

†
t,j, j ≤

i) as the transition equation is

α∗
t,i = α

∗
t,i−1, i = 2, . . . , N,

whereas, for i = N,

α̃∗
t+1,1 = a∗

t+1,1 +A∗
t+1,1S

−1
t+1,1st+1,1 +P∗

t+1,1z
∗
1ν̃t,N/ft,N ,

P̃∗
t+1,1 = P∗

t+1,1 +A∗
t+1,1S

−1
t+1,1A

∗′

t+1,1 −P∗
t+1,1z

∗
1z

′
1P

∗
t+1,1/ft,N ,

are respectively the one–step–ahead prediction α̃∗
t+1,1 = E(α∗

t+1|Y
†
t−1) and the predictive

variance P̃∗
t+1,1 = Var(α∗

t+1|Y
†
t−1). The corresponding expressions for y†t,i missing are

straightforward.

3.3 Smoothed estimates

The smoothed estimates are obtained from the augmented smoothing algorithm proposed
by de Jong (1988), appropriately adapted here to handle missing values and sequential
processing of the observations. Defining rn,N = 0,Rn,N = 0,Nn,N = 0, for t = n, . . . , 1,

and i = N, . . . , 1 if y†t,i is available:

Lt,i = Im −Kt,iz
∗′

i

rt,i−1 = z∗i νt,i/ft,i + Lt,irt,i, Rt,i−1 = z∗iV
′
t,i/ft,i + Lt,iRt,i,

Nt,i−1 = z∗i z
∗′

i /ft,i + Lt,iNt,iL
′
t,i.

Else, if y†t,i is missing,

rt,i−1 = rt,i, Rt,i−1 = Rt,i, Nt,i−1 = Nt,i.
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rt−1,N = T∗′

t+1rt,i, Rt,i−1 = T∗′

t+1Rt,i, Nt,i−1 = T∗′

t+1Nt,iT
∗
t+1.

The smoothed estimates are obtained as

α̃∗
t|n = a∗

t,1 +A∗
t,1β̃ +P∗

t,1(rt−1,N +Rt−1,N β̃)

P∗
t|n = P∗

t,1 +A∗
t,1S

−1
n+1A

∗′

t,1 −P∗
t,1Nt−1,NP

∗
t,1.

(14)

4 Density Estimation, Boostrapping and Conditional

Simulation

Let yt denote a generic monthly GDP component; the aim is drawing samples y
(r)
t+l, t =

1, . . . , n, r = 1, . . . , R, and l ≥ 0, from the conditional distribution f(yt+l|Y
†
s). When

s = t and l = 0, the estimation of f(yt|Y
†
s) can be referred to as density nowcasting.

When s = n > t and l = 0, we shall refer to historical estimation or smoothing, and
finally when s = t and l > 0, we deal with density forecasting.

If ψ denotes the vector containing the hyperparameters of the model, we let ψ̃ denote
its maximum likelihood estimator (MLE). Assume that ψ̃ has a distribution represented
by a density function f(ψ̃s). The required density is obtained as

f(yt+l|Y
†
s) =

∫

f(yt+l|ψ̃,Y
†
s)f(ψ̃)dψ̃. (15)

We can draw samples y
(r)
t+l, r = 1, . . . , R, from (15) by the method of composition (Tanner,

1996), using the following algorithm:

1. Obtain a bootstrap sample ψ̃
(r)

∼ f(ψ̃) using the bootstrap algorithm outlined in
the next subsection.

2. Obtain an independent sample y
(r)
t+l ∼ f(yt+l|ψ̃

(r)
,Y†

s), by the simulation smoother,
see Durbin and Koopman (2012), described in Section 4.2.

The density (15) is estimated nonparametrically by kernel methods from the samples

y
(r)
t+l, r = 1, . . . , R. A Rao–Blackwellised estimate of the required density is also possible

as, given ψ̃, f(yt+l|ψ̃,Y
†
s) is Gaussian.

The bootstrap sample obtained in the first step could be replaced by sample from the
multivariate normal approximation to the distribution of the MLE. However, we do not
pursue this strategy, as the normal approximation may not be suitable in small samples.
The remainder of this section deals with the methods for boostrapping and simulating
from the predictive distribution of the monthly GDP components.

4.1 The bootstrap algorithm

The bootstrap algorithm obtains simulated series from the innovations form of the uni-
variate representation of the multivariate state space form, conditional on the MLE ψ̃.

11



Let k denote the number of elements of β and let t0 denote an initial time such that
the number of available observations (among Nt0) is larger than k. The bootstrap sample

of y†t,i will be denoted by y
(b)
t,i . The first observations up to time t0 are obtained from the

observed sample; the subsequent are obtained from the following algorithm:

1. Resample with replacement the non–missing multivariate standardised innovations

ν̃t,i/
√

f̃t,i, t = t0 + 1, . . . , n, i = 1, . . . , N, and denote the obtained sample by {ξt,i}.

2. Run the augmented Kalman filter (see Section 3.1) for observations t = 1, . . . , t0,
and obtain α̃∗

t0+1,1 and β̃t0+1,1 = S−1
t0+1,1st0+1,1.

3. Set y
(b)
t,i = y†t,i for the initial stretch t = 1, . . . , t0, i = 1, . . . , N .

4. For t = t0 +1, . . . , n, obtain a bootstrap sample y
(b)
t,i by the following algorithm: for

i = 1, . . . , N , if y†t,i is observed, set

y
(b)
t,i = z∗

′

i α̃
∗
t,i + x′

t,iβ̃t,i +

√

f̃t,iξt,i, (16)

and compute for i = 1, . . . , N ,

a
(b)
t,i+1 = a

(b)
t,i +Kt,i

√

f̃t,iξt,i,

β̃t,i+1 = β̃t,i + S−1
t,i Vt,i

1
ft,i+V′

t,i
S−1
t,i

Vt,i

√

f̃t,iξt,i,

α̃∗
t,i+1 = ã

(b)
t,i+1 +A∗

t,i+1β̃t,i+1

(17)

The quantities Kt,i, Vt,i, A
∗
t,i+1 are available from the Kalman filter (9)–(10). The

recursion for β̃t,i originates from the recursive estimation of the fixed effects vector,
so that only real–time information is used.

Else, if y†t,i is missing, set y
(b)
t,i to missing and let

a
(b)
t,i+1 = a

(b)
t,i , β̃t,i+1 = β̃t,i, α̃∗

t,i+1 = α̃
∗
t,i+1 +A∗

t,i+1β̃t,i+1.

Then for i = N , if y†t,i is observed, compute

a
(b)
t+1,1 = T∗

t+1a
(b)
t,N +Kt,N

√

ft,Nξt,N ,

β̃t+1,1 = β̃t,N + S−1
t,NVt,N

1
ft,N+V′

t,N
S−1
t,N

Vt,N

√

ft,Nξt,N ,

α̃∗
t+1,1 = a

(b)
t+1,1 +A∗

t+1,1β̃t+1,1.

(18)

Else, if y†t,N is missing, set y
(b)
t,N to missing and let

a
(b)
t+1,1 = T∗

t+1a
(b)
t,i , β̃t,i+1 = β̃t,i, α̃∗

t,i+1 = a
(b)
t+1,1 +A∗

t,i+1β̃t,i+1

5. Estimate model (6) using the simulated observations y
(b)
t,i , t = 1, . . . , n, i = 1, . . . , N,

by maximum likelihood. The resulting estimate, ψ̃
(r)
, is the required bootstrap

sample from f(ψ̃).
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4.2 The conditional simulation sampler

Conditional on the parameter vector ψ̃
(r)
, we draw samples from the conditional distri-

bution of the states, and hence of the monthly GDP component, given the past (filtered
distribution), the current information (real–time distribution), and all the available in-
formation (smoothed distribution). The conditional simulation sampler is obtained from
the following algorithm:

• Simulate the complete monthly data y+
t , t = 1, . . . , n, from the state space model (2).

This is achieved as follows:

– Draw α+
1 ∼ N

(

W1β̂,HVar(ǫ1)H
′
)

, Var(ǫ1) = diag (1, σ2
1, . . . , σ

2
N ), where β̂ is

kept fixed at the value given in (12), and σ2
i , i = 1, . . . , N , are the parameter

values corresponding to ψ̃
(r)
.

– For t = 1, . . . , n, simulate the complete observations and the next states ac-
cording to:

y+
t = Zα+

t +Xtβ̂, α+
t+1 = Tα+

t +Wβ+Hǫ+t+1, ǫ
+
t+1 ∼ N

(

0, diag(1, σ2
1, . . . , σ

2
N)

)

.

• Aggregate the last N2 series using the cumulator yc+
2,t = ρty

c+
2,t−1 + y+

2t.

• Delete the observations corresponding to missing values in the original data (in the
case of yc+

2,t this correspond to systematically sampling the end of quarter value).

• Run the Kalman filter and smoother to the simulated series so as to obtain the con-
ditional means of the states (predicted, real–time and smoothed), α̃+

t|s = E(αt|Y
+
s ),

where Y+
s is the set of simulated observations up to and including time s obtained

at the previous step (i.e. having the same pattern of missingness as the original
data).

• The required draw from the conditional distribution of the states given the original
series is thus α̃t|s + (α+

t − α̃+
t|s).

Application of this algorithm yields the required draw from the conditional distribution
of the monthly GDP component given the (real–time, historical) data. The latter can be
aggregated according to the procedure outlined in the next subsection.

4.3 Pooling the density estimates of the GDP components

The methods outlined in the previous section yield estimates for the monthly GDP com-
ponents in chain–linked volumes, with the year 2000 as the reference year. As it is well
known, chain–linked volume measures are not consistent in the cross-sectional aggrega-
tion, e.g. the sum of the value added of the six sectors plus taxes less subsidies would not
deliver GDP at market prices, unless they are first expressed at the average prices of the
previous years. Hence, to obtain our total monthly GDP estimates at market prices and
chained volumes, we resort to a multistep procedure proposed by Frale et al. (2011), that
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enforces the so–called annual overlap method advocated by Bloem et al. (2001). This
consists essentially of three main steps: 1. Dechaining, that aims at expressing the draws
at the average prices of the previous years. 2. Aggregation, which computes total GDP for
the output and expenditure approaches, expressed at the average prices of the previous
year, according to the two identities:

GDP at market prices =
∑

i Value added of branch i + TlS,
i = A–B, C–D–E, F, G–H–I, J–K, L–P

GDP at market prices = FCE + GCF + EXP −IMP

3. Chain linking, that aims at expressing GDP at chain–linked volumes with reference
year 2000. Appendix A provides a detailed description of the above three steps and also
deals with the incorporation of the flash estimate of total GDP at market prices compiled
by Eurostat.

Application of this procedure results in the density estimates of monthly GDP from
the output and expenditure approaches, labelled EuroMInd-Do and EuroMInd-De, re-
spectively. These estimates arise as a linear opinion pool with known fixed aggregation
weights of the conditional densities of the GDP components at the prices of the previous
years (step 1 converted the density at chained volumes into densities at the prices of the
previous years), that is then converted at chain–linked volumes.

5 Evaluation and Combination of the Density Fore-

casts

5.1 Evaluation

Density forecasts obtained in the context of pseudo real–time forecasting and nowcasting
of quarterly GDP will be evaluated using commonly used statistical methods which are
based on the so–called “prequential principle” (Dawid, 1984). According to this prin-
ciple, the assessment of the adequacy depends on the forecasts and realised outcomes
only. The observability of quarterly GDP values permits the use of the prequential ap-
proach. Evaluation can be performed along two dimensions. The first one concerns the
correct specification of each single predictive density while the second one pertains to the
comparison across different approaches.

Correct specification of density forecasts is in the literature usually tested using the
so–called probability integral transform (PIT). The concept of the PIT goes back to
Rosenblatt (1952) but has been popularised by Dawid (1984) and Diebold et al. (1998).
Given a density forecast in the form of a density f(u) with the corresponding cumulative
distribution function (CDF) F (u), the PIT, pτ , corresponding to an observed outcome yτ
is defined as follows:

pτ =

∫ yτ

−∞

f(u)du

We also consider transformed PITs by defining the normal or z–scores as zτ = Φ−1(pτ ),
where Φ(·) denotes the standard normal CDF. A density forecast is said to be prob-
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abilistically calibrated if the PITs are uniformly distributed on the unit interval, i.e.
U(0, 1) (Gneiting and Ranjan, 2013), or, equivalently, if the z–scores are standard normal
(Berkowitz, 2001). Further, we say that a one-step-ahead density forecast is completely
calibrated if the PITs and the z–scores are independently and identically distributed (as
a uniform and as a standard normal, respectively).

Probabilistic calibration is tested by performing tests of the distributional assump-
tions. Following Diebold et al. (1998), we employ the Kolmogorov–Smirnov (KS) and
the Cramér–von–Mises (CvM) test. We complement them with the Anderson–Darling
(AD) test which, as found by Noceti et al. (2003) in their simulation exercise, seems to
be more powerful in detecting misspecifications compared to the KS and the CvM tests.
For a detailed description of the aforementioned tests as well as their properties, we refer
to Noceti et al. (2003). Additionally, we consider the test based on the Pearson’s χ2

goodness–of–fit statistic advocated by Wallis (2003) for evaluation of density forecasts.
For testing the normality of the transformed PITs we apply the Bowman–Shenton (BS)
test. As regards the independence assumption, Diebold et al. (1998) suggests to use tests
on zero–autocorrelation. We perform the Ljung–Box test based on autocorrelation coef-
ficients up to the fourth lag. We also examine complete calibration with the joint test
proposed by Berkowitz (2001). This test formulates the null hypothesis: zτ ∼ IID N(0, 1)
which can be tested using an AR(1) model for zτ :

zτ − µ = ρ(zτ−1 − µ) + ετ ,

with µ, ρ and ε denoting the mean, the first–order autocorrelation, and an error term,
respectively. This representation allows for reformulating the null as: µ = 0, ρ = 0 and
Var(ετ ) = 1. The test employs the likelihood ratio statistic, which is distributed as a
χ2(3) random variable under the null.

The assumption of identical distribution is usually not tested in the literature. An
attempt to take into account possible instabilities of the data and changes over time by
testing on the correct specification in the sub–samples is provided by Rossi and Sekh-
posyan (2013).

As regards the comparison across different competing density forecasts, scoring rules
can serve as a suitable tool for this purpose, as they attach a numerical score representing
a quality measure. This quality measure addresses two aspects: calibration and sharpness
referring to the dispersion of the predictive distribution (Gneiting et al., 2007).

A scoring rule is proper if the expected value of the score is maximised for an observa-
tion drawn from the distribution being the same as the one the forecasts are issued from.
See Gneiting and Raftery (2007) for a comprehensive review of different scoring rules. In
this article, we adopt two proper scores: the logarithmic score (LogS), proposed by Good
(1952), and the continuous ranked probability score (CRPS), introduced by Matheson
and Winkler (1976). The log score at the realised outcome is given as:

LogS(yτ) = log f(yτ )

LogS is associated with the Kullback–Leibler information criterion (KLIC):

KLIC = E[log g(yτ)− log f(yτ)],
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with g(·) denoting the true density, in that maximizing the mean LogS minimises the
KLIC. Even though the logarithmic score exhibits desirable properties and is widely used
in the evaluation of density forecasts, its drawback is that it is not robust, for example
in the presence of outliers. Complete failure of a probabilistic prediction for a single ob-
servation would, according to the LogS, disqualify a model even if its overall forecasting
performance at all other observations might be good. This property is also called hyper-
sensitivity (Selten, 1998). A more robust and indulgent alternative is the CRPS which
assigns high probabilities for values close, but not necessarily equal, to the realised one.
CRPS penalises deviations of the predictive CDF from the true one for a particular time
point. More formally,

CRPS(yτ ) = −

∫

[F (u)− I(yτ)]
2du, (19)

where I(·) is an indicator variable taking value 1, if u > yτ , and 0 otherwise. Eq. (19)
can be also written as (Gneiting and Raftery, 2007):

CRPS =
1

2
EF |Y − Y ′| − EF |Y − yτ |, (20)

where EF is the expectation with respect to the forecast distribution F , and Y and Y ′

are independent random draws from F . For the simulated forecast sample, we follow
Panagiotelis and Smith (2008), who provide computational algorithms for approximating
expressions in (20).

5.2 Combination

Combination of density forecasts is a relatively new area in macroeconomic research. In
contrast, combination of point forecasts has a long history (Bates and Granger, 1969).
Since the works by Mitchell and Hall (2005) and Hall and Mitchell (2007) justifying
forecast density combination and emphasizing the importance of future developments,
forecasting research of the recent years pays a lot of attention to this topic.

There are two central issues associated with density combination: the method of ag-
gregation and the choice of weights. The most prominent aggregation method in empirical
macroeconomic applications is the linear combination, also known as the “linear opinion
pool” (Stone, 1961; Bacharach, 1974). Some studies also apply the “logarithmic opinion
pool” proposed by Winkler (1968). Kascha and Ravazzolo (2010) analyse the properties of
combined densities following from these two aggregation methods. They point out that, in
contrast to the typically multimodal linear combination, the logarithmic pool is unimodal
and retains the symmetry of the individual densities. There is, however, no agreement
on which pooling method performs better (Kascha and Ravazzolo, 2010; Bjørnland et
al., 2011). Ranjan and Gneiting (2010) and Gneiting and Ranjan (2013) stress that the
success of a particular pool depends on the dispersion of the single densities. In general,
densities can be underdispersed, oversdispersed or neutrally dispersed, if the variance of
the PITs is greater, less or equal to 1/12, respectively. It can be shown that linear combi-
nations are more dispersed than the least dispersed of the components, and overdispersed
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if the components are neutrally dispersed. The good performance of the linear approach
may indeed result from the aggregation of underdispersed components.

As far as the weighing scheme is concerned, the approaches vary from simple ones,
like equal weights proposed by Hendry and Clements (2004) and Wallis (2005) to more
elaborate ones. Similarly as in point forecasting, weights can be constructed using the
mean square error (MSE). Another common weighing method is based on scoring rules
which seems intuitively compelling as it takes features of the forecast densities directly into
account. A great bulk of literature applies weights constructed with the logarithmic scores;
see, among others, Amisano and Giacomini (2007), Hall and Mitchell (2007), Kascha and
Ravazzolo (2010), Jore et al. (2010), Bache et al. (2011), Garratt et al. (2014), Aastveit
et al. (2014). Weights based on the CRPS are also popular in macroeconomic forecasting
(Bjørnland et al., 2011; Groen et al., 2013; Ravazzolo and Vahey, 2014).

The novelty of this article is that, instead of combining forecast densities obtained
with different models, we link predictive densities from the output and the expenditure
approaches for computing GDP. In particular, for the forecasting period between τ and
τ , we employ the linear opinion pool:

cτ (u) = wo,τ fτ (u|Io,κ) + we,τ fτ (u|Ie,κ), τ = τ , . . . , τ

where cτ (u) denotes the pooled forecast density at quarter τ , and wo,τ and we,τ are weights
assigned to the single densities corresponding to the output and the expenditure approach,
respectively. Further, Ii,κ, i = o, e, is the information set used in the respective approach
at time point κ to produce the density forecast fτ (u) for quarter τ . More details on the
information set will be given in the description of the forecasting exercise in Section 6.3.1.
We use recursive weights based on the scoring rules described in the previous section:

wi,τ =
si,τ

∑

i∈ o,e si,τ
, τ = τ , . . . , τ , i = o, e

In the case of the log score, si,τ = exp
[
∑τ

τ LogSτ (yτ |Ii,κ)
]

. For the CRPS, it holds

that si,τ =
[
∑τ

τ CRPSτ (yτ |Ii,κ)
]

. Additionally, we consider two non–recursive weighing
schemes (wi,τ = wi): equal weights (wi = 1/2) and weights based on the MSE (si =
1/MSEi), as they proved successful in aggregating point forecasts (Clemen, 1989).

It is to be noted that in the empirical application of this article, evaluation by means of
methods outlined in the previous subsection as well as combination of predictive densities
is conducted using estimated (smoothed) densities (unless otherwise stated). We estimate
the predictive densities by smoothing the simulated samples (empirical densities) at every
quarterly observation with the Gaussian kernel at 401 equally spaced points using a rule–
of–thumb bandwidth.

6 Empirical evidence

6.1 The data

The time series were downloaded from the Europa dataset made available electronically by
Eurostat on the web site http://epp.eurostat.ec.europa.eu/. The series concerning
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the value added of the sectors and the GDP components are released with 65 days of
delay with respect to the end of each quarter, according to a release calendar available
at the beginning of each year1. Among the monthly indicators, the financial aggregates
are compiled by the ECB with a publication delay of around 30 days from the closing of
the reference month. The data for the Industry sector and retail (such as the Industrial
Production Index and Car registrations) are released about 45 days after the end of the
reference month. Other indicators, such as those for construction (index of production and
building permits), the series for the agricultural sector and the labour market (employment
and hours worked) have a publication delay of about 70 days. A total of 36 time series
is used to estimate EuroMInd-D. Table 1 provides the complete list by GDP component.
The sample period starts in January 1995 and ends in June 2014 for most of the monthly
indicators. The quarterly GDP components are available up to the first quarter of 2014;
for the second quarter, only the flash estimate of total GDP is available.

1A preliminary estimate of total GDP at market prices, the so-called flash estimate, is released in
advance (45 days after the end of the reference quarter), with the aim of providing a more timely
assessment of the level of economic activity
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Table 1: List of the time series used for the estimation of EuroMInd, by GDP component.

Time series Frequency Delay
A–B: Agriculture, hunting and fishing

Production of milk m 60
Bovine meat production in tons m 60
Value added (chain–linked volumes) AB q 65

C–D–E: Industry, incl. energy
Index of Industrial Production Germany m 45
Index of Industrial Production France m 45
Index of Industrial Production Italy m 45
Index of Industrial Production Spain m 45
Volume of work done (hours worked) m 60
Value added (chain–linked volumes) CDE q 65

F: Construction
Monthly production index m 70
Building permits m 70
Volume of work done (hours worked) m 70
Value added (chain–linked volumes) F q 65

G–H–I: Trade, transport and communication services
Monthly production index for consumption goods m 45
Index of deflated turnover m 35
Car registrations m 15
Value added (chain–linked volumes) GHI q 65

J–K: Financial services and business activities
Monetary aggregate M3 (deflated) m 27
Loans of MFI (deflated) m 27
Value added (chain–linked volumes) JK q 65

L–P: Other services
Debt securities issued by central government (deflated) m 27
Value added (chain–linked volumes) LP q 65

TlS: Taxes less subsidies on products
Index of Industrial Production for the euro area m 45
Index of deflated turnover, retail sector m 35
Taxes less subsidies (chain–linked volumes) q 65

FCE: Final consumption expenditure
Monthly production index for consumption goods m 45
Index of deflated turnover, retail sector m 35
Car registrations m 15
Final consumption expenditure (chain–linked volumes) q 65

GCF: Gross capital formation
Monthly production index (CDE) euro area m 45
Monthly production index for capital goods m 45
Building permits m 70
Gross capital formation (chain–linked volumes) q 65

EXP: Exports of goods and services
Monthly Export volume index m 42
Monthly production index for intermediate goods m 45
Exports of goods and services (chain–linked volumes) q 65

IMP: Imports of goods and services
Monthly Import volume index m 42
Monthly production index for intermediate goods m 45
Imports of goods and services (chain–linked volumes) q 65
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6.2 The EuroMInd-D density estimates

We illustrate the monthly GDP density estimates, arising from the methodology outlined
in the previous sections, conditional on the complete dataset available at the time of
writing (mid July 2014). Our density estimates are based on M = 5, 000 draws from the
conditional distribution of total GDP, obtained from pooling the draws of the components,
according to the procedure outlined in Section 4.

The EuroMInd indicator by Frale et al. (2011) combines the two point estimates of
monthly GDP obtained from the output and the expenditure approaches using weights
that are proportional to the average estimation error variance, which is computed from
the relevant elements of the matrices Pt|n in (14), modified according to the multistep
procedure described in Appendix A. In the combined EuroMInd estimate, the GDP es-
timate arising from the output approach receives a weight of about 75%. The weights
used for EuroMind could be adopted to combine the density forecasts as well, so that
EuroMInd-D = 0.75 × EuroMInd-Do + 0.25 × EuroMInd-De.

Figure 1 presents the density estimates EuroMInd-D as a fan chart, with shaded
regions corresponding to 50%, 70% and 95% highest probability density regions, respec-
tively; the solid line is the median of the distribution. The spread of the densities has
a periodic feature, as it is smaller at the times at which the quarterly estimate of GDP
becomes available. The end of sample estimates, referring to second quarter of 2014, re-
flects the additional uncertainty arising from the unavailability of the GDP components
for that quarter, although they incorporate the flash estimate of GDP. The distribution
of monthly GDP has a tendency to be leptokurtic and positive skewness is sometimes
observed. The Jarque–Bera normality test conducted on the draws rejects the null in
18% of the cases. However, no particular clusters of volatility are observed.

Figure 2 displays the density estimates of the annual growth rates from the output
approach (fan chart 2a), the expenditure approach (fan chart 2b), and the combined
estimates (fan chart 2c). The density estimates of the annual growth rates from the
output approach are generally more concentrated.

We can assess the relative contribution of parameter uncertainty by comparing the
standard errors of the density estimates with the estimation standard error of EuroMInd.
The ratio of the two variability measures is around 1.05 for the sector C–D–E and Import
and Export, so that parameter uncertainty is not a major source of variation in these
cases; for sectors A–B, F, G-H–I, J–K, Taxes less subsidies, consumption (FCE) and
investments (GCF), the average ratio ranges from 122 to 136 and finally reaches 169 for
sector L–P.

The next session aims at assessing the predictive accuracy of the EuroMInd-D density
estimate.

6.3 Pseudo real–time experiment

6.3.1 Design of the experiment

As it has been mentioned in Section 5, evaluation of density forecasts is solely based on
the density forecast – observation pairs. Therefore, calibration and sharpness are judged
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Figure 1: EuroMInd-D. Shaded regions correspond to 50%, 70% and 95% probability
bands, respectively.

by confronting the density forecasts of quarterly GDP with the observed quarterly GDP
values.

For the forecasting exercise, we divide the whole sample into the training sample
from 1995.Q1 to 2000.Q4 and the evaluation sample from 2001.Q1 to 2014.Q1. This
exercise is considered as a pseudo real–time experiment as we do not dispose of a real–
time database. Hence, we cannot assess the impact of data revision on the reliability of
the density estimates. Nevertheless, we can exploit the within–quarter information and
take into account publication delays while forecasting GDP. In particular, we focus on
three GDP density estimates for quarter τ , that we make available respectively 3, 2, and
1 months in advance with respect to the published GDP figure compiled by Eurostat.
The latter becomes available 65 days after the closing of the reference quarter τ , i.e. at
time (in months) 3τ + 2.5. Our estimates are computed respectively after the closing of
quarter τ − 1 at times 3(τ − 1) + 1.5, 3(τ − 1) + 2.5 and 3(τ − 1) + 3.5. In providing
density forecasts for quarter τ , we thus distinguish between three information sets. The
first density estimate is conditional on the information until 3(τ − 1) and the monthly
indicators available in 3(τ − 1) + 1.5. The second information set additionally includes
the monthly indicators in 3(τ − 1) + 2.5 and GDP for quarter τ − 1. The last density
forecast is conditioned on the third information up to and including period 3(τ −1)+3.5.
Depending on a particular information set, forecast samples are first obtained for every
month of the considered quarter τ and are subsequently aggregated to quarterly density
forecasts. Density forecasts for every GDP component are based on M = 1, 000 draws
from the respective conditional distribution. Aggregation of component densities to total
GDP from either the output or the expenditure side is achieved, as in the EuroMind-D
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Figure 2: EuroMInd-D in growth rates. Shaded regions correspond to 50%, 70% and
95% probability bands, respectively.

case, with the procedure outlined in Section 4.3.

6.3.2 Findings

Figure 3 depicts the quarterly density forecasts of annual GDP growth rates, obtained
with the output and the expenditure approach. It is apparent that, for each information
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set, probability bands associated with the expenditure approach are wider than those
related to the output approach. This indicates higher uncertainty associated with the
expenditure approach.

It can be observed that for both approaches uncertainty is the highest if the forecast
densities for the quarterly growth rates are evaluated at the beginning of every quarter. As
time progresses during a quarter and more information emerges, uncertainty diminishes
considerably. The improvement is especially visible for the second information set, i.e. 2.5
months after the previous quarter closing. At this time point, the previous quarter GDP
value is released, thereby providing the most important piece of information to forecast
GDP in the actual quarter.

It is worth noting that, despite the high uncertainty in the case of the expenditure
approach, the point prediction represented by the median of the distribution is almost
in line with the realised GDP growth rates. The output approach, on the other hand,
yields predictions more strongly diverging from the outcome, at least as far as the first
information set is concerned. Figure 3a makes clear that the median heavily overestimates
the downturn in 2009. Even though the median meets the observed outcome to a larger
degree as soon as more information becomes available, the trough in 2009 remains outside
the considered intervals.
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Figure 3: Real–time quarterly density forecasts of the euro area annual GDP growth for
the evaluation period 2001.Q1 – 2014.Q1. Forecast densities related to the output and
expenditure (columns) approach are evaluated with three different types of information
sets (rows). The shaded areas represent 30%, 50%, 70% and 90% probability bands,
respectively.

24



The figures in Appendix C, illustrating density forecasts for the different GDP com-
ponents, give an intuition in what way individual components can explain the overall
predictive accuracy of the output and the expenditure approach.2 While the growth rates
of value added in sectors C–D–E (Figure C.1) are predicted with high accuracy, with the
median nearly coincident with the observations, probability bands related to other sectors
are wider. Interestingly, the results for sectors G–H–I (Figure C.2) resemble the overall
performance of the forecasts of the total value added. Failure in the correct prediction
of the trough for sectors G–H–I may be thus responsible for the missed trough in the
GDP growth from the output approach. As for the expenditure approach, high uncer-
tainty of the consumption forecasts (Figure C.3) to a large extent contributes to the total
GDP forecasts uncertainty. In contrast, export predictions (Figure C.4) are very precise,
particularly those based on the second or third information set.

2Results for the sectors A–B and L–P, and for Taxes less Subsidies are not presented as these compo-
nents play a relatively small role for the total GDP.
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(c) Recursive log score weights: information set 1, 2, 3, respectively (columns); solid line: output
approach, dash–dot line: expenditure approach
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(d) Recursive CRPS weights: information set 1, 2, 3, respectively (columns); solid line: output ap-
proach, dash–dot line: expenditure approach

Figure 4: Combined real–time quarterly density forecasts of the euro area annual GDP
growth rates 2001.Q1 – 2014.Q1. (a),(b): the shaded areas represent 30%, 50%, 70% and
90% probability bands, respectively.
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Figures 4a and 4b present the forecast densities combined with weights based on the
log score and CRPS weights, respectively. Both combinations seem to provide an improve-
ment compared to the individual density forecasts. First, uncertainty decreases relative
to the case of the expenditure approach.3 Second, the median of both combinations is
more in accordance with the observed GDP growth than the median related to the output
approach, especially if the forecasts are conditional on the first information set.

Although both weighing procedures yield a similar outcome in these respects, the
combination with CRPS weights exhibits a slightly greater dispersion. The similarities
and differences of both combinations reflect the evolution and the distribution of weights
across the two approaches.

The recursive log score and CRPS weights are displayed in Figures 4c and 4d, re-
spectively. It is interesting to note that, for a respective information set, both weights
display some similarities in their evolution over time. At the beginning of the evalu-
ation period, relatively more weight is assigned to the expenditure approach, which is
particularly conspicuous in the case of the second and the third information set. Then,
the output approach starts to play the dominating role which explains the overall higher
concentration of the aggregated densities. For the first information set, a switch in the
relative importance of these two approaches occurs in 2009. This translates to more ac-
curacy in the point prediction of the combinations after the outbreak of the economic
and financial crisis. The switch is not present, if the second information set is used for
forecasting. If the forecast densities are issued with the complete information available in
every quarter, the change towards higher relative importance of the expenditure approach
in 2009 is of a temporary nature only. From the comparison of the distribution of the
two considered recursive weight types, it is evident that the log score weights are more
restrictive. More strongly balanced CRPS weights express greater tolerance for mistakes
of the CRPS measure, a property alluded to in Section 5.1.4

3In general, variance of the PITs = 0.083 (neutrally dispersed distribution), > 0.083 (underdispersed
distribution), < 0.083 (overdispersed distribution). Variance of the PITs for the expenditure side (respec-
tively for the three information sets): 0.021, 0.02, 0.016; output side: 0.091, 0.092, 0.083; combination
(log scores): 0.059, 0.084, 0.069; combination (CRPS): 0.055, 0.053, 0.043

4Additionally, we also consider equal weights and weights based on the MSE. However, it turns out
that the latter come down to equal weights. Since equal weighing produces dispersed density combinations
showing poor performance in evaluation tests, we do not present the results in this article. They can be
made available upon request.
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Figure 5: Average log scores and average CRPS for the real–time quarterly density
forecasts of the euro area annual GDP growth rates. Line with markers: output approach;
dash–dot line: expenditure approach; solid line: combination with log score weights (left)
and CRPS weights (right)

Figure 5, displaying the average log scores and CRPS, gives additional picture of the
forecasting performance of the output and the expenditure approach as well as of the com-
binations. The averages are computed at every time point, which allows for tracking down
the overall forecasting performance within the evaluation interval. Several observations
emerge from examining the figures. Precision (as measured in scores) corresponding to
the output approach (line with markers) is almost always higher than for the expenditure
approach (dash–dot line). At the beginning of the considered time span, however, the out-
put approach proves to be clearly inferior as regards the second and the third information
set. This may reflect the fact that the median misses the realised GDP growth rate in the
first quarters (see Figures 3c and 3e). Another observation is that the distance between
the average score values corresponding to both approaches diminishes as more informa-
tion becomes available. In such a situation, both approaches can be thus considered as
equivalent alternatives for forecasting GDP, especially according to the CRPS. Moreover,
precision of the combined densities (solid line) accords with the precision associated with
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the output approach (line with markers). Only at times when expenditure approach gains
in importance, combinations outperform the output approach.

To sum up, the combined density forecasts provide a quality improvement measured
in scoring rules relative to the density forecasts related to the output and the expenditure
approach. Combinations absorb good quality of both individual densities – good predic-
tive power of the expenditure approach and lower uncertainty of the output approach.
Aggregation also implies a trade–off between adopting good and bad features. The out-
come depends on the degree in which the bad ones are penalised. The CRPS–based
combinations display higher dispersion than those obtained with the log score weights.

Next, we discuss the results of the evaluation tests for forecast densities of GDP
components as well as of both combinations. Tests described in Section 5.1 are applied to
PITs and transformed PITs (z–scores) computed for each of the three information sets.
All findings are reported in Table 2. As regards value added at different sector levels,
uniformity tests (KS test, CvM test, AD test, χ2 test) cannot reject the null of U(0, 1)
distribution of PITs. For most of the sectors, Ljung–Box Q(4) statistic is insignificant
once more information is used for forecasting. Similar observation can be made for the
Berkowitz test which involves testing on zero–autocorrelation of the transformed PITs.
Nonuniformity and autocorrelation problems arise in the case of the component Taxes less
Subsidies (TlS). Misspecification related to the individual GDP components is passed to
the total GDP, thereby explaining a relatively poor calibration for the first information
set. Disregarding the first information set, however, density forecasts of GDP from the
output side can be seen as well calibrated.

Less satisfactory results are obtained for GDP from the expenditure approach. Unlike
in the output approach, no improvement in calibration can be ascertained after the first
information set. This is due to the overall bad specification of predictive densities for
consumption (FCE) in conjunction with the fact that consumption expenditure makes the
largest contribution to the total expenditure compared to other expenditure components.
Densities of investments (GCF), imports (IMP) and exports (EXP) are, on the other
hand, well specified. Only in some cases specification suffers from autocorrelation of PITs
which is reflected by a significant Q(4) statistic of the Ljung–Box test and LR statistic of
the Berkowitz test.

As regards the combined forecast densities, both weighing methods based on scoring
rules lead to similar test results. Since in both cases more weight is placed on the densities
from the output approach, it is not surprising that the findings for the combinations
resemble findings related to GDP from the output approach. Whereas the distributional
assumption for the PITs seems to be satisfied, at least for the second and third information
set, independence of the PITs cannot be established.5

5Note that normality of the transformed PITs tested using the BS statistic can never be rejected.
Therefore, this assumption seems can be seen as the weakest requirement for density forecasts to be
calibrated.
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Table 2: Probability integral transform (PIT) tests for evaluation of real–time density fore-
casts of quarterly GDP and its components

Component Information Tests on PITsb) Tests on transformed PITsc)

seta) KS CvM AD χ2 Q(4) BS Berkowitz

A–B
1 1.012 0.307 1.365 8.132 15.109∗ 0.107 15.163∗

2 1.147 0.395 1.902 10.849 3.934 1.197 1.330
3 1.086 0.371 1.791 9.642 4.122 1.145 1.272

C–D–E
1 0.983 0.317 1.379 8.132 9.283 0.156 9.023∗

2 0.807 0.221 0.999 3.906 3.420 0.449 2.671
3 1.026 0.420 2.032 19.000∗ 9.967∗ 0.819 6.986

F
1 1.257 0.363 1.873 14.170∗ 19.338∗ 0.243 15.099∗

2 1.054 0.248 1.495 7.528 16.805∗ 0.566 17.728∗

3 0.774 0.187 0.948 5.415 4.926 0.071 2.232

G–H–I
1 1.330 0.276 1.727 13.566 19.172∗ 0.920 29.494∗

2 0.716 0.163 0.810 7.226 6.898 0.176 4.341
3 0.662 0.153 0.682 3.302 3.726 0.391 4.972

J–K
1 0.997 0.273 1.374 7.226 26.705∗ 0.018 25.838∗

2 0.657 0.167 0.716 6.321 5.209 0.008 1.620
3 0.691 0.172 0.712 5.415 4.604 0.007 1.512

L–P
1 0.890 0.259 1.076 4.811 5.512 0.047 8.547∗

2 0.522 0.122 0.358 4.208 6.255 0.151 6.348
3 0.618 0.131 0.453 2.396 6.491 0.264 6.859

TlS
1 1.326 0.596∗ 2.886∗ 15.981∗ 8.412 0.001 15.456∗

2 1.063 0.342 1.422 10.849 17.535∗ 0.046 16.886∗

3 0.873 0.265 1.104 7.226 19.538∗ 0.041 17.431∗

GDP: output
approach

1 1.411∗ 0.731∗ 6.009∗ 22.924∗ 43.768∗ 4.165 92.475∗

2 1.091 0.400 2.524∗ 9.943 12.763∗ 0.033 17.429∗

3 0.897 0.299 1.853 11.151 8.102 3.628 15.272∗

FCE
1 2.202∗ 1.919∗ 9.430∗ 18.698∗ 44.753∗ 0.030 35.184∗

2 2.241∗ 1.421∗ 6.067∗ 18.698∗ 15.641∗ 0.035 11.502∗

3 2.181∗ 1.413∗ 6.067∗ 16.887∗ 13.051∗ 0.016 11.597∗

GCF
1 1.160 0.396 1.986 10.849 8.545 0.032 12.599∗

2 1.226 0.384 1.380 8.736 15.093∗ 0.014 15.088∗

3 1.225 0.336 1.123 10.245∗ 14.786∗ 0.009 15.102∗

IMP
1 1.177 0.453 2.063 4.811 17.669∗ 0.057 13.611∗

2 1.097 0.331 1.345 5.415 3.039 0.044 3.074
3 1.030 0.253 0.966 7.528 4.131 0.137 3.485

EXP
1 0.553 0.106 0.266 2.698 32.707∗ 0.206 15.669∗

2 0.880 0.185 0.764 5.415 6.675 0.034 3.282
3 0.719 0.161 0.598 11.453 10.139∗ 0.006 8.763

GDP: exp.
approach

1 2.390∗ 1.602∗ 7.986∗ 50.094∗ 42.405∗ 0.020 82.544∗

2 1.943∗ 1.485∗ 7.641∗ 50.698∗ 16.428∗ 0.044 61.766∗

3 2.061∗ 1.668∗ 8.486∗ 61.566∗ 8.881 0.009 69.108∗

GDP:
combined
(log score)

1 1.645∗ 0.650∗ 2.633∗ 18.094∗ 31.999∗ 0.098 27.385∗

2 0.971 0.407 2.458 9.943 16.145∗ 0.020 15.590∗

3 1.116 0.303 1.437 7.528 10.085∗ 0.014 10.457∗

GDP:
combined
(CRPS)

1 1.410∗ 0.733∗ 5.466∗ 20.811∗ 46.246∗ 1.020 73.607∗

2 0.967 0.400 2.504∗ 8.736 15.148∗ 0.063 17.383∗

3 1.117 0.306 1.675 6.925 10.204∗ 0.594 9.059∗

a)
Real–time forecasts of quarterly values of the respective GDP component in a particular quarter take into account publication
lags of the indicators and are based on the information set growing with the progress of the quarter; 1: information
encompassing all indicators available until the end of the previous quarter and monthly indicators available after the first
month of the considered quarter; 2: information additionally including monthly indicators available after the second month
of the considered quarter, as well as the flash estimate of the quarterly component; 3: information including all indicators
of the considered quarter

b) KS: Kolmogorov–Smirnov statistic; CvM: Cramér–von–Mises statistic; AD: Anderson–Darling statistic; χ2: statistic of the
Pearson chi–squared test proposed by Wallis (2003); Q(p): Ljung–Box statistic based on the first p standardised innovations;
For the KS, CvM and AD tests we use critical values provided by Stephens (1974); ∗ indicates statistical significance at the
5% level.

c) BS: Bowman–Shenton normality statistic; Berkowitz: statistic of a test proposed by Berkowitz (2001); ∗ indicates statistical
significance at the 5% level.
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7 Conclusions

The paper has presented EuroMInd-D, a density estimate of monthly GDP in chain-linked
volumes based on the pooling of the density estimates for 11 GDP components. The
density predictions and nowcasts appear to be well calibrated, when they are conditional
on an information set that includes at least the release of the quarterly national accounts
for the previous quarter. Moreover, the sharpness of the probabilistic estimates renders
EuroMInd-D a useful tool for the assessment of macroeconomic conditions in the euro
area. While the current paper concentrated on the evaluation of its predictive accuracy,
we think that EuroMInd-D can serve well the purpose of characterising the business cycle
via the probabilistic detection of turning points and the decomposition of output into
trends and cycles.

The density estimates reflect parameter and filtering uncertainty. They do not incor-
porate model uncertainty, as the specification of the model is taken as given and capitalises
upon the indicator selection and specification search (number of factors and their lags,
autoregressive orders) performed in Frale et al. (2011) Further research should be directed
towards the incorporation of business survey variables, often referred to as soft indicators,
in the information set. Our preliminary experimentation, based on the two factors spec-
ification considered in Frale et al. (2010), led to reject their inclusion on the grounds of
the lack of sharpness and overdispersion of the density estimates, due to the contribution
of parameter uncertainty.
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A The aggregation of the GDP components

This appendix provides a detailed illustration of the three steps of the multistep procedure
leading to the monthly GDP estimates. Let us index the month of the year by m,m =
1, . . . , 12 and the year by j, j = 0, . . . , J = [n/12]− 1, so that the time index is written
t = m+12j, t = 1, . . . , n. For a particular estimated monthly GDP component (e.g. value
added of the industry sector) let us denote by ymj the value at current prices of month
m in year j, and by yj =

∑12
m=1 ymj/12 the annual average (the annual and quarterly

figures are available from the national accounts, compiled by Eurostat). The chain–linked

volume estimate with reference year s (the year 2000 in our case) will be denoted ŷ
(s)
mj. The

following multistep procedure enables the computation of volume measures (expressed at
the prices of the previous year) that are additive, also cross–sectionally.

1. Dechaining

(a) Transform the monthly estimates into Laspayres type quantity indices with
reference year j − 1 (the previous year), by computing

I
(j−1)
mj =

ŷ
(s)
mj

y
(s)
j−1

, m = 1, . . . , 12, j = 1, . . . , J,

where

y
(s)
j−1 =

1

12

12
∑

m=1

ŷ
(s)
m,j−1, j = 1, . . . , J

(b) Compute the series at the average prices of the previous year as:

ŷ
(j−1)
mj = I

(j−1)
mj yj−1, m = 1, . . . , 12, j = 1, . . . , J,

where it should be recalled that yj−1 is the annual average at current prices.

2. Aggregation step

Let y
(j−1)
mj denote the vector containing the eleven disaggregate GDP components

expressed at the average prices of the previous year. Using the original estimates
and the dechaining procedure we can assume that, at least approximately,

y
(j−1)
mj ∼ N

(

ŷ
(j−1)
mj , V̂

(j−1)
mj

)

,

where the first and second moments are given by the sequential constrained estimates
produced by the Kalman filter and smoother outlined in the main text, modified to
take into account the dechaining procedure.

Letting ao denote an 11×1 aggregation vector, so that a′
oy

(j−1)
mj = Ỹ

(j−1)
mj,o is GDP at

market prices for the output approach, and ae the 11× 1 vector, so that a′
ey

(j−1)
mj =

Ỹ
(j−1)
mj,e is GDP at market prices for the expenditure approach, then we have, e.g.

Ỹ
(j−1)
mj,o ∼ N

(

a′
oŷ

(j−1)
mj , a′

oV̂
(j−1)
mj a′

o

)

.
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3. Chain–linking (annual overlap).

Let Ỹ
(j−1)
mj denote the GDP estimate for month m, year j, at the average prices of

year j − 1 (for the sake of notation we omit the indices indicating the output or
expenditure approach):

(a) Convert the aggregated volume measures into Laspeyres–type quantity indices
with respect to the previous year:

I
(j−1)
mj =

Ỹ
(j−1)
mj

Y j−1

, m = 1, . . . , 12, j = 1, . . . , J.

where Y j−1 =
∑

m Ym,j−1/12 is the average of the previous year at current
prices.

(b) Chain–link the indices using the recursive formula (the first year, j = 0, is the
reference year):

I
(0)
mj = I

(j−1)
mj I

(0)

j−1, m = 1, . . . , 12, j = 1, . . . , J,

where I
(0)

0 = 1 and I
(0)

j−1 =
∑

m I
(0)
m,j−1/12.

(c) If s > 0 then change the reference year to year s:

I
(s)
mj =

I
(0)
mj

I
(0)

s

m = 1, . . . , 12, j = 1, . . . , J

(d) Compute the chain–linked volume series with reference year s:

Ỹ
(s)
mj = I

(s)
mj Y s m = 1, . . . , 12, j = 1, . . . , J,

where Y s =
∑

m Yms/12 is the annual average value of GDP (at basic or market
prices) at current prices of the reference year.

The multistep procedure just described enables to obtain monthly estimates in volume
such that the values Ỹ

(j−1)
mj expressed at the average prices of the previous year add up

to their quarterly and annual totals published by Eurostat (and are consistent with the
flash estimate, see below). On the contrary, as a result of the chaining procedure, the

chain–linked volumes Ỹ
(s)
mj expressed at the prices of the common reference year s (the

year 2000) are consistent only with the temporal aggregation constraints; however, their
estimates are more reliable since they have been combined with the estimates of other
related variables.

B Incorporating the flash estimate

The above framework is suitable also for the incorporation of the flash estimate of total
GDP at market prices for the euro area. The flash estimate is released by Eurostat in
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February, May, August and November, around 45 days after the end of the reference
quarter.

The target variable is the quarterly growth rate on the previous quarter of GDP for
the euro area and the European Union, seasonally adjusted and working day corrected, in
volume measures as published by Eurostat. Hence, the flash estimate pertains to aggregate
GDP at market prices and it is not available for the breakdown of GDP according to the
output and the expenditure approach.

The incorporation of the flash estimate of GDP can be carried out by customizing the
second step of the above multistep procedure. LetQ denote the 2×11 matrixQ = [ao, ae]

′

and let q be the 2 × 1 vector containing the common value of the flash estimate at the
time t for which it is available. The modified estimates of the GDP components that
comply with the flash and their MSE matrix are given respectively by

ỹ
(j−1)
mj = Ŷ

(j−1)
mj + V̂

(j−1)
mj Q′(QV̂

(j−1)
mj Q′)−1(q−Qŷ

(j−1)
mj )

Ṽ
(j−1)
mj = V̂

(j−1)
mj − V̂

(j−1)
mj Q′(QV̂

(j−1)
mj Q′)−1QV̂

(j−1)
mj .

The discrepancy between the GDP quarterly estimates and the aggregation of the
monthly estimates arising from the output approach is distributed across the months using
the covariance matrix of the estimates as detailed above. The new balanced estimates are
now ready to be aggregated and expressed at the average prices of reference year s, using
the chain linking step of the above procedure.

C Figures
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(c) Sectors C–D–E: information set 2
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Figure C.1: Real–time quarterly density forecasts of the euro area annual value added
growth in the sectors C–D–E and F for the evaluation period 2001.Q1 – 2014.Q1. Forecast
densities related to the sectors C–D–E and F (columns) are evaluated with three different
types of information sets (rows). The shaded areas represent 30%, 50%, 70% and 90%
probability bands, respectively.
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(a) Sectors G–H–I: information set 1

 

 

2002 2004 2006 2008 2010 2012 2014

0

5

10
Median
Actual

(b) Sectors J–K: information set 1
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(d) Sectors J–K: information set 2
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(e) Sectors G–H–I: information set 3
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Figure C.2: Real–time quarterly density forecasts of the euro area annual value added
growth in the sectors G–H–I and J–K for the evaluation period 2001.Q1 – 2014.Q1. Fore-
cast densities related to the sectors G–H–I and J–K (columns) are evaluated with three
different types of information sets (rows). The shaded areas represent 30%, 50%, 70%
and 90% probability bands, respectively.
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(b) Investment: information set 1
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Figure C.3: Real–time quarterly density forecasts of the Euro area annual consumption
and investment growth for the evaluation period 2001.Q1 – 2014.Q1. Forecast densi-
ties related to consumption and investment (columns) are evaluated with three different
types of information sets (rows). The shaded areas represent 30%, 50%, 70% and 90%
probability bands, respectively.
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(b) Exports: information set 1
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Figure C.4: Real–time quarterly density forecasts of the euro area annual imports and
exports growth for the evaluation period 2001.Q1 – 2014.Q1. Forecast densities related
to imports and exports (columns) are evaluated with three different types of information
sets (rows). The shaded areas represent 30%, 50%, 70% and 90% probability bands,
respectively.
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A TAXONOMY OF INNOVATION NETWORKS IK 
 

43-2012 Dirk Foremny, 
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BUSINESS TAXES AND THE ELECTORAL CYCLE        ECO 

44-2012 Gisela Di Meglio, 
Andreas Pyka and 
Luis Rubalcaba 
 

VARIETIES OF SERVICE ECONOMIES IN EUROPE        IK 

45-2012 Ralf Rukwid,  
Julian P. Christ 

INNOVATIONSPOTENTIALE IN BADEN-WÜRTTEMBERG: 
PRODUKTIONSCLUSTER IM BEREICH „METALL, ELEKTRO, IKT“ 
UND REGIONALE VERFÜGBARKEIT AKADEMISCHER 
FACHKRÄFTE IN DEN MINT-FÄCHERN 
 

IK 

46-2012 Julian P. Christ,  
Ralf Rukwid 

INNOVATIONSPOTENTIALE IN BADEN-WÜRTTEMBERG: 
BRANCHENSPEZIFISCHE FORSCHUNGS- UND 
ENTWICKLUNGSAKTIVITÄT, REGIONALES 
PATENTAUFKOMMEN UND BESCHÄFTIGUNGSSTRUKTUR 
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       ECO 

48-2012 Dominik Hartmann SEN MEETS SCHUMPETER. INTRODUCING STRUCTURAL AND 
DYNAMIC ELEMENTS INTO THE HUMAN CAPABILITY 
APPROACH 
 

       IK 

49-2012 Harold Paredes-
Frigolett,  
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DISTAL EMBEDDING AS A TECHNOLOGY INNOVATION 
NETWORK FORMATION STRATEGY 

       IK 
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Víctor Gómez 

CYCLICALITY OF REAL WAGES IN THE USA AND GERMANY: 
NEW INSIGHTS FROM WAVELET ANALYSIS 

       ECO 
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IK 

 
55-2012 

 
Michael Ahlheim, 
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NONUSE VALUES OF CLIMATE POLICY - AN EMPIRICAL STUDY 
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THE EVOLUTION OF INNOVATION NETWORKS: 
THE CASE OF A GERMAN AUTOMOTIVE NETWORK 

IK 
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MATERNAL EMPLOYMENT AND CHILDHOOD OBESITY – 
A EUROPEAN PERSPECTIVE 
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MACROECONOMIC STABILISATION AND BANK LENDING: 
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Sheida Rashidi, 
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MIGRATION AND INNOVATION – A SURVEY 
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       ECO 
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Fabian Wahl DOES MEDIEVAL TRADE STILL MATTER? HISTORICAL TRADE 
CENTERS, AGGLOMERATION AND CONTEMPORARY 
ECONOMIC DEVELOPMENT 

       ECO 
 

83-2013 Peter Spahn SUBPRIME AND EURO CRISIS: SHOULD WE BLAME THE 
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       ECO 
 

84-2013 Daniel Guffarth, 
Michael J. Barber 

THE EUROPEAN AEROSPACE R&D COLLABORATION 
NETWORK 

       IK 
 

85-2013 Athanasios Saitis KARTELLBEKÄMPFUNG UND INTERNE KARTELLSTRUKTUREN: 
EIN NETZWERKTHEORETISCHER ANSATZ 
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INTELLIGENTE (SOFTWARE-)AGENTEN: EINE NEUE 
HERAUSFORDERUNG FÜR DIE GESELLSCHAFT UND UNSER 
RECHTSSYSTEM? 
 

ICT       
 

87-2014 Peng Nie, Alfonso 
Sousa-Poza 

MATERNAL EMPLOYMENT AND CHILDHOOD OBESITY IN 
CHINA: EVIDENCE FROM THE CHINA HEALTH AND NUTRITION 
SURVEY 
 

HCM        
 

88-2014 Steffen Otterbach, 
Alfonso Sousa-Poza 

JOB INSECURITY, EMPLOYABILITY, AND HEALTH: 
AN ANALYSIS FOR GERMANY ACROSS GENERATIONS 

HCM        
 

89-2014 Carsten Burhop, 
Sibylle H. Lehmann-
Hasemeyer 
 

THE GEOGRAPHY OF STOCK EXCHANGES IN IMPERIAL 
GERMANY 

ECO        
 

90-2014 Martyna Marczak, 
Tommaso Proietti 

OUTLIER DETECTION IN STRUCTURAL TIME SERIES 
MODELS: THE INDICATOR SATURATION APPROACH 

ECO        
 

91-2014 Sophie Urmetzer, 
Andreas Pyka 

VARIETIES OF KNOWLEDGE-BASED BIOECONOMIES IK        
 

92-2014 Bogang Jun,  
Joongho Lee 

THE TRADEOFF BETWEEN FERTILITY AND EDUCATION:  
EVIDENCE FROM THE KOREAN DEVELOPMENT PATH 

IK        
 

93-2014 Bogang Jun,  
Tai-Yoo Kim 

NON-FINANCIAL HURDLES FOR HUMAN CAPITAL 
ACCUMULATION: LANDOWNERSHIP IN KOREA UNDER 
JAPANESE RULE 
 

IK        
 

94-2014 Michael Ahlheim, 
Oliver Frör, 
Gerhard 
Langenberger and 
Sonna Pelz  
 

CHINESE URBANITES AND THE PRESERVATION OF RARE 
SPECIES IN REMOTE PARTS OF THE COUNTRY – THE 
EXAMPLE OF EAGLEWOOD 

ECO        
 

95-2014 Harold Paredes-
Frigolett, 
Andreas Pyka, 
Javier Pereira and 
Luiz Flávio Autran 
Monteiro Gomes 
 

RANKING THE PERFORMANCE OF NATIONAL INNOVATION 
SYSTEMS IN THE IBERIAN PENINSULA AND LATIN AMERICA 
FROM A NEO-SCHUMPETERIAN ECONOMICS PERSPECTIVE 

IK        
 

96-2014 Daniel Guffarth, 
Michael J. Barber 
 

NETWORK EVOLUTION, SUCCESS, AND REGIONAL 
DEVELOPMENT IN THE EUROPEAN AEROSPACE INDUSTRY 
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